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Perception-driven Soft-Edge Occlusion for
Optical See-Through Head-Mounted Displays

Xiaodan Hu, Yan Zhang, Alexander Plopski, Yuta Itoh, Monica Perusquı́a-Hernández, Naoya Isoyama,
Hideaki Uchiyama, and Kiyoshi Kiyokawa

Abstract—Systems with occlusion capabilities, such as those used in vision augmentation, image processing, and optical see-through
head-mounted display (OST-HMD), have gained popularity. Achieving precise (hard-edge) occlusion in these systems is challenging,
often requiring complex optical designs and bulky volumes. On the other hand, utilizing a single transparent liquid crystal display (LCD)
is a simple approach to create occlusion masks. However, the generated mask will appear defocused (soft-edge) resulting in
insufficient blocking or occlusion leakage. In our work, we delve into the perception of soft-edge occlusion by the human visual system
and present a preference-based optimal expansion method that minimizes perceived occlusion leakage. In a user study involving 20
participants, we made a noteworthy observation that the human eye perceives a sharper edge blur of the occlusion mask when
individuals see through it and gaze at a far distance, in contrast to the camera system’s observation. Moreover, our study revealed
significant individual differences in the perception of soft-edge masks in human vision when focusing. These differences may lead to
varying degrees of demand for mask size among individuals. Our evaluation demonstrates that our method successfully accounts for
individual differences and achieves optimal masking effects at arbitrary distances and pupil sizes.

Index Terms—Occlusion, blur perception, user-preferred model

✦

1 INTRODUCTION

S Patial light modulators (SLMs) with selective occlusion
capability have been utilized in vision augmentation [1],

[2], image processing [3], [4], and optical see-through head-
mounted displays (OST-HMDs) [5], [6], [7]. As a type of
SLM, a transparent liquid crystal display (LCD) is often
used for light modulation due to its simple structure, light
weight, and easy control [8], [9], [10]. By adjusting the trans-
mittance of each liquid crystal (LC) to flexibly filter incident
light, transparent LCDs change how the scene appears to
humans by reducing scene contrast [1], [2], [11], highlighting
emphasized areas [4], or enhancing virtual imagery [1], [12].

Some OST-HMDs employ transparent LCDs to achieve
occlusion. However, most of them require complex optical
systems to generate sharp occlusion masks (hard-edge oc-
clusion), as shown in Fig. 1a [5]. Otherwise, the occlusion
mask displayed by the single transparent LCD becomes
blurred (soft-edge occlusion) due to the out-of-focus LCD
plane in the users’ eyes, as shown in Fig. 1b [13]. This effect
is caused by the LCD plane and the focus plane being far
apart from each other, resulting in significant blurring. This
blurring process can be conceptualized as a convolution of
a kernel [14], leading to a reduction in the intensity of the
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mask’s edge resulting in insufficient occlusion.
One solution to avoid insufficient occlusion is to expand

the occlusion mask in a morphological way [3], [12], where
the morphological filter size should be approximately equal
to the aperture or pupil radius. However, applying the aper-
ture radius as the expansion radius would cause occlusion
leakage; that is, the occlusion mask tends to completely
block the incident beam to the eyes and leak into the
background [6], [12], [15].

Although an efficient way to overcome insufficient oc-
clusion and leaked occlusion issues still needs exploration,
devices with a single transparent LCD have found applica-
tions in commercial products, e.g., Magic Leap 21 [16], and
have the potential to mitigate eye problems of users [2], [11].

An optimal method of rendering the occlusion mask that
minimizes insufficient and leaked occlusion issues is impor-
tant for improving the user experience in single transparent
LCD-based applications. The impact of occlusion leaking
and compensation algorithms have been studied on camera
systems [11], [12], [17]. However, blur perception of the
human visual system is much more complex than that of
a naı̈ve camera system. Therefore, humans may perceive
the occlusion mask differently from camera systems [18],
[19]. So far, there is no quantitative evaluation of the blur
perception for users using an occlusion-capable device with
a single transparent LCD.

In this paper, we present the first user study evaluating
soft-edge occlusion perception. Additionally, we introduce
a novel user preference-based expansion strategy capable of
determining the optimal expansion radius for users across
various distances and pupil sizes. This is achieved through a
single calibration of the focusing plane’s calibration pattern

1. https://www.magicleap.com/magic-leap-2
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at a known distance. Moreover, we undertake a comparison
of four occlusion mask expansion strategies: no expansion,
aperture size-based, point-spread-function-based, and user
preference-based. The study encompasses a within-subjects
analysis involving 20 participants, assessing these strategies
across different distances (close: 46 cm, far: 1.67 m) and
locations (central, periphery) in the user’s view.

Our results show that, first, human vision is less sensitive
to the blurry border caused by a defocused occlusion mask
than a camera system, meaning an expansion that may cause
occlusion leakage observed on a camera system with the
same aperture as a user’s pupil size will not necessarily
lead to significant leakage in human vision. Second, due
to varying abilities in discriminating blur, the demand and
tolerance for mask size and its variation vary greatly among
individuals. Lastly, the optimization algorithm based on
user preferences can predict optimal masking at any dis-
tance and pupil size.

Our main contributions include the following:

• A novel user preference-based expansion strategy
that yields complete masking in human vision for
the soft-edge occlusion using a single-layered trans-
parent LCD.

• A user study that reveals how four expansion strate-
gies for soft-edge occlusion masks are perceived by
users.

• A discussion on the factors influencing users’ percep-
tion of defocused occlusion masks in comparison to
camera systems and other users, as well as potential
application scenarios for soft-edge occlusion based
on our findings and expansion strategy.

2 RELATED WORK

In this section, we briefly introduce some occlusion-capable
(OC) devices implemented using a single-layer LCD. We
then describe methods used to optimize soft-edge occlusion
on these devices, as well as user studies done with these
devices. Finally, we briefly review how human visual per-
ception differs from camera systems.

2.1 OC Devices Using a Single-layer Transparent LCD

As an inexpensive and practical component, transparent
LCDs have been a popular tool for manufacturing OC
devices.
Image processing. Nayar and Branzoi adopted a concept
of placing a transparent LCD in front of a camera, using
occlusion to filter the incident light that would produce
overexposure to achieve high dynamic range imaging [3].
Wetzstein et al. carried this idea forward and used transpar-
ent LCD-based occlusion to facilitate more image processing
including contrast manipulation, color adjustment, object
highlighting, etc. [4].
Augmented reality. Tatham proposed an augmented re-
ality (AR) display using a single-layer transparent LCD
for mutual occlusion between real and virtual objects [13].
Kiyokawa et al. developed the first hard-edge OC OST-
HMD [5]. Selective blocking of ambient light with occlusion
can effectively reduce the effect of ghost-like virtual content

Fig. 1. The schematics of the hard-edge occlusion and the soft-edge
occlusion. In the structure with hard-edge occlusion, refraction through
multiple lenses can cause a point in the scene to be blocked by a point
of equal size on the LCD, which is imaged on the retina as the occlusion
pattern on the LCD. However, in the soft-edge occlusion structure, if the
same mask is displayed, it will be imaged on the retina in an extremely
blurred form due to the defocus of the human eye, which eventually
leads to incomplete occlusion.

and make it more vivid. Hiroi et al. expanded on this con-
cept, not only modulating the light entering the eyes with
occlusion on a single transparent LCD, but also overlaying
virtual images from an OST-HMD to enhance the underex-
posed regions [1]. Their team also used the same structure of
overlaying both occlusion and virtual images to compensate
for the artifacts generated by occlusion leak [12].

Maimone et al. introduced the occlusion feature in their
pinlight displays [20]. Although the transparent LCD in
their HMD modulates the image on the retina, they also
adopted an occlusion mask sub-frame to improve the see-
through ability. Recently, Magic Leap 2 applied an occlusion
feature to the product, making it the most commercially suc-
cessful OST-HMD with an occlusion technology to date [16].

Human-centered computing. Hu et al. assisted photo-
phobics by filtering out environment glare with a trans-
parent LCD, while avoiding excessive shading to ensure a
comfortable visual experience [2], [11]. Zhang et al. utilized
two transparent LCD panels as the lens to construct glasses
for simulating visual impairments, specifically central vision
loss (occlusion mask in the center) and peripheral vision loss
(occlusion mask at the periphery) [10]. They also utilized
polymer dispersed LC film to develop smart glasses that
effectively block peripheral vision, leading to a significant
reduction in the sensation of motion sickness within virtual
environments [21]. Moreover, they achieved gaze guidance
by utilizing the rendering of a hollow occlusion mask on the
LCD, enabling the transfer of eye gaze from one person to
another [22].
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2.2 Optimization for Soft-edge Occlusion
The human eye has only limited depth of field and thus
cannot focus on objects placed at different distances simulta-
neously. This results in a blurred occlusion mask that cannot
provide sufficient blocking. Therefore, many researchers
have been interested in pixel-perfect hard-edge OC OST-
HMDs ever since the first of its kind was developed [5].
However, such optical designs require several components,
making the entire HMD bulky as shown in Fig. 1a. This
remains an unsolved challenge. Additionally, the limited
numerical aperture of lenses imposes restrictions on the
field of view (FOV) and can lead to distortion. In contrast,
soft-edge occlusion offers several advantages, including a
lightweight design, a larger FOV, and minimal distortion [9].
Therefore, the soft-edge occlusion strategy is better suited
for comfortable wearable devices intended for everyday
use. However, a drawback of soft-edge occlusion is the
significant blurring of the occlusion mask due to the eyes’
limited depth of field.

Some studies have focused on making optical designs
smaller while retaining hard-edge occlusion, such as folding
optical paths [7], [23], while others investigated ways to
optimize soft-edge occlusion [6], [9], [11].

In theory, if the user looks at infinity, a point on the
transparent LCD will be defocused as a result (shown in
Fig. 1b). This defocusing process is equivalent to convolving
the point spread function (PSF) [14], and the size of the
convolution kernel can be approximated as the size of the
aperture (see Section 3.4). Hence, Nayar and Branzoi [3]
opted to create a deconvolved occlusion mask so that it
would theoretically become sharp after further convolution
caused by defocusing. However, since the actual transmit-
tance values were far beyond the dynamic range of the LCD,
they compromised to perform an expanded operation on the
mask in a morphological way, while the expansion radius is
that of the aperture. Itoh et al. addressed occlusion leakage
on OST-HMDs by capturing the user’s view of the scene
with a camera and overlaying the captured content onto
the areas where the occlusion leaked beyond the intended
area [12]. To achieve effective occlusion without leakage, Hu
et al. recently conducted experiments using a camera system
to simulate the effect of the defocused occlusion mask and
compared it with the range to be occluded. By applying
weighted optimization, they were able to determine the
optimal expanded radius of the occlusion mask based on
the camera’s observation [11].

2.3 User Studies in Soft-edge Occlusion-capable De-
vices
Since cameras may reproduce some aspects of human vi-
sion, most studies on soft-edge occlusion in the past paid
more attention to displaying the visual effect produced
by the camera system and analyzing it objectively using
histograms, contrast, peak signal-to-noise ratio, etc [1], [3],
[4], [6], [12], [24]. Although not many, several studies have
conducted user studies.

Wetzstein et al. achieved optical image processing using
the transparent LCD and validated the effectiveness through
a user study [4]. They proposed two prototypes: a scope-like
prototype forming hard-edge occlusion and a single-layered

window-style prototype forming soft-edge occlusion. As
they applied the hard-edge occlusion prototype for their
experiment, the visual perception of the soft-edge occlusion
is unknown.

Hiroi et al. conducted a preliminary user study for soft-
edge occlusion on a single-layered transparent LCD with
limited participants [1]. They raised the issue that defo-
cused blurry masks lead to unclear recognition by the user.
Itoh et al. also conducted an informal test trial with two
users [12]. Nevertheless, the blurred mask itself was not
directly observed, hence this was not evaluated by the
human eye because they overlaid a compensation image
onto the occlusion mask.

Zhang et al. designed a comprehensive user study to
evaluate the performance of the vision loss simulation [10],
while the participants had a limited focal distance (25 cm)
that perceived a sharp mask. Moreover, their study did not
require any real object to be blocked. In this manner, the
participants were not concerned about whether and how
the mask was blurred.

To the best of our knowledge, no researcher has designed
detailed experiments to verify how human vision perceives
soft-edge occlusion. In this work, we design and conduct a
psychophysical experiment to evaluate the soft-edge occlu-
sion mask in human vision.

2.4 Human Visual Perception of Digital Image

It is known that cameras cannot replace human vision, and
individual differences can also significantly impact how
people perceive digital images [25]. Many psychophysics
experiments have been conducted to verify these differences
and have shown some critical evidence.
Individual differences. The individual differences in con-
trast sensitivity is a popular topic for exploring normal
visual processes and clinical visual disorders. Psychophys-
ical studies have confirmed that the individual differences
in contrast sensitivity and acuity exist due to inattention,
adaption, and myopia [26]. Hence, it is reasonable to expect
individual differences in the perception of soft-edge occlu-
sion. Besides, Grzeczkowski et al. summarized that there is
no strong correlation between the seemingly very similar
visual performances, such as luminance contrast, color, and
spatial frequency [27]. This evidence prompts us to create a
model that relied entirely on the user’s calibration instead
of finding correlations inside several visual performances.
Optical blur model. Watson et al. [19] revealed that
optical blur is usually different from Gaussian blur, which
is commonly used in many defocus simulation tasks [28],
[29]. With visual aberration, the PSF of the human eye can
be quite complicated. Thus, in this paper, we do not use,
for example, a Gaussian function to simulate an optical
blur model; instead, we fit the model based on the user’s
perception and their preference.
Blur discrimination. Several studies investigated out-of-
focus blur, similar to that observed in soft-edge occlusions.
Sebastian et al. [18] physically placed two images at differ-
ent distances, and then asked participants to discriminate
which image was more blurred. They found that images
with fewer details yield lower defocus discrimination sen-
sitivity (i.e., it is more difficult to determine which image
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is more blurred). This might be related to contrast and
luminance ratio to some extent. Moreover, higher standard
defocus levels may lead to a higher discrimination sensi-
tivity. However, there is still a large individual difference
in the ability to discriminate defocus blur. Another inter-
esting finding is in the discrimination of motion blur. Burr
et al. [30] summarized that, although moving objects do
indeed produce blur as captured by cameras, the reason
why humans cannot detect blur is not because of special
mechanisms in human vision that remove blur, but because
the visual system is unable to make the necessary discrimi-
nation of whether a moving object is blurred or not. Similar
to motion blur, because individuals’ attention is typically
focused on distant objects rather than the occlusion mask in
front of their eyes, the blur captured by the camera may not
be perceived as accurately by the human eye.

All of the above evidence suggests that it may be insuf-
ficient to use a camera to capture blurred soft-edge occlu-
sion to determine the effectiveness of a near-eye occlusion-
capable device. It is necessary to design a comprehensive
experiment to explore how human vision perceives soft-
edge occlusion.

3 SYSTEM OVERVIEW AND METHODS

In this section, a concise overview of the experimental
prototype designs is presented in Section 3.1, followed by a
comprehensive description of four distinct expansion strate-
gies in Sections 3.2 to 3.5.

3.1 Experimental Prototype Designs

Hu et al. proposed a benchtop prototype [2], [11] that shares
a similar architecture with our experimental prototype. Our
experimental system is composed of a chinrest, and an
eye tracker to obtain the pupil diameter, as depicted in
Fig. 4c. In the experimental prototype, a scene camera is
fixed on the chinrest to detect the ambient brightness, and
a transparent LCD is attached to the eye box to form a
monocular structure.

3.2 Naı̈ve Mask

The camera captures the environment and transfers the
image data to a modulation function, which generates a
naı̈ve mask [11]. The naı̈ve mask is calculated solely based
on scene luminance through geometric calibration without
additional expansion. It can be expressed by the following
equation:

Mn = m(ISC), (1)

where ISC represents the pixel intensity obtained by the
scene camera after calibration, and m(·) denotes the mod-
ulation function proposed in [11] (Since the modulation is
not the focus of this paper, the specific modulation function
employed to control the variables in our experiments will
be presented in Section 4.2.3). The visualization of Mn is
shown as the dash-dotted black line in Fig. 3a. Subsequently,
the naı̈ve mask can be expanded by applying an expansion
radius calculated using the aperture-based, PSF-based, or
our proposed expansion method.

𝑷𝟑

Fig. 2. The schematics of complete blocking by an aperture-based
expanded mask and the reason for occlusion leakage. When the human
eye focuses on the focal plane of P1, the mask (black line and the point
P3) will be imaged behind the retina (gray dotted line), resulting in a
blurry disk on the retina (gradient black line). At the same time, the
mask also obscures light from P2. This can cause occlusion leakage,
which refers to the blocking of nearby content simultaneously.

3.3 Aperture-based Expansion

As shown in Fig. 2, to block the beam emanating from a
point at infinity, an occlusion mask of radius σa needs to
be rendered on the LCD [12] (see supplementary material
for more details). It can be easily calculated that if u ≫ u′,
where u and u′ are the distances from the crystalline lens to
the focal plane and the LCD plane, respectively, σa can be
approximately equal to the pupil radius a [1], [12]. We refer
to this processing of a naı̈ve mask, dilated morphologically
according to the aperture or pupil size, as an aperture-based
expanded mask. The expansion radius σa can be calculated
as:

σa =
a

2
· (1− u′

u
), (2)

The expansion is achieved by convolving a circular kernel
with radius σa onto the naı̈ve mask, which is represented
as:

Ma = Mn ⊗ F (σa), (3)

where Ma refers to the aperture-based expanded mask
(shown as the purple solid line in Fig. 3b), and F (·) is a
circular kernel represented as:

F (σa)(x, y) =

{
1, x2 + y2 ≤ σa

0, otherwise.
(4)

When an occlusion mask is formed in this dilated man-
ner and the human eye focuses on the focal plane of P1,
the mask will be imaged behind the retina, resulting in a
blurry disk on the retina. Since it blocks light from other
directions, such as light from P2 in Fig. 2, it can cause
occlusion leakage, which refers to the blocking of nearby
content simultaneously.

3.4 PSF-based Expansion

Consider a simulated disk-like occlusion mask after being
out of focus. This mask is shown by the dash-dotted black
line as a naı̈ve mask and the blue line as its defocused result
in Fig. 3a. The process of defocusing can be represented as
convolving the naı̈ve mask with the PSF of a human eye,
given by the equation
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Fig. 3. (a) The intensity profile of the naı̈ve mask as displayed on
the LCD and a defocusing simulation of its perceived occlusion in-
tensity using a circular averaging (pillbox) filter. The color blocks on
the figure represent pixel values of the defocused naı̈ve mask, from
which the defocused mask can be divided into three parts: the white
no occlusion region, the gradient blurry border region, and the intact
occlusion region that maintains the ability to occlude. The diameter of
the convolution kernel spans the distance from the threshold between
the intact occlusion and blurry border ln0 to the edge ln1 where the
mask disappears, coinciding with the blurry border of the naı̈ve mask.
(b) The intensity profile of the naı̈ve mask, three expanded occlusion
masks, and the corresponding defocusing simulations. σp, σu, and σa

denote the expansion radii of the PSF-based expanded mask, user-
preferred expanded mask, and aperture-based expanded mask, respec-
tively. Note that the intact occlusion region of the defocused PSF-based
expanded mask coincides with the naı̈ve mask.

Md
n = Mn ⊗H, (5)

where Md
n is the defocused naı̈ve mask, shown as the blue

line in Fig. 3a, and H is the PSF acting as the convolution
kernel. Notice that the exact form of H is not necessary
and blurring only occurs at the border. The blurry border,
defined as the distance between the no occlusion region and
the intact occlusion region (from ln1 to ln0 in Fig. 3a), is
equal to the diameter of the convolution kernel H . Simi-
larly, the defocused aperture-based expanded mask can be
represented as Md

a = Ma ⊗ H , shown as the purple solid
line in Fig. 3b.

Therefore, it is also possible to determine the radius of
the PSF as an expansion radius, represented as σp in Fig. 3b.
This indicates the use of only the intact occlusion mask to
block the incoming light. The PSF-based expanded mask Mp

(shown as the red solid line in Fig 3b) and the defocused
version Md

p (shown as the red dashed line in Fig 3b) can be
created by referring to Equations 4 and 5:

Mp = Mn ⊗ F (σp), Md
p = Mp ⊗H. (6)

In Fig. 3b, the intact occlusion region of Md
p is overlaid

with Mn, indicating the use of the intact occlusion intensity
of Md

p to block the light source (reverse intensity of the
naı̈ve mask).

In the imaging process of a point P3 on the LCD, as
shown in Fig. 2, the point will spread into a disk, which is
also the PSF with radius σp on the retina. Using geometric
calculations, we can determine the PSF-based expansion
radius σp as follows:

σp =
a

2
· (1− s

s′
), (7)

where s represents the transverse diameter of the eyeball,
and s′ represents the distance from the crystalline lens to
the imaging plane of the LCD panel (shown by the gray
dotted line in Fig. 2). Combining Equation 7 and the thin
lens equations

1

u
+

1

s
=

1

f
,

1

u′ +
1

s′
=

1

f
,

we can derive the following equation for the PSF-based
expansion radius σp:

σp =
as

2
·
(

1

u′ −
1

u

)
. (8)

3.5 User-preferred Expansion

The user-preferred expansion radius is based on each indi-
vidual’s current pupil size. That is, the optimal occlusion
mask for each user is set to block the target regions without
perceived leaking. While implementing the system, we no-
ticed an interesting phenomenon: when we observed distant
objects through the occlusion mask, the blurring at the
edges of the mask appeared to be sharper. In other words,
the range of blurry edges that can be perceived is smaller,
which makes it possible for users to determine an expansion
radius that can perform complete occlusion according to
their perception. We will provide further explanations for
this observation in the Section 6.1.

We provide a detailed procedure for determining this ex-
pansion radius in Section 4.3. If we assume that a defocused
expanded occlusion mask according to user preference is
illustrated by the green dashed line in Fig. 3b, then the user-
preferred mask is an expansion of the naı̈ve mask with an
expansion radius of σu.

When dilating the naı̈ve mask by a PSF-based expansion
radius σp, the intact occlusion region can be effectively used
as an occlusion mask, as explained in Section 3.4. However,
different individuals may have varying perceptions when
recognizing the blurry border, which can introduce biases
to the ideal conditions. As a result, the relationship between
the pupil size and the ideal expansion radius σp needs to be
adjusted, leading to the following rewritten equation from
Equation 8 as:

σu =
a

2
· (s+∆s) · ( 1

u′ −
1

u
) + b. (9)

Here, ∆s accounts for imaging bias due to individual
differences, and b represents a global bias. In the experiment,
we asked the participants to determine their preferred ex-
pansion radius through a calibration process multiple times
under different illuminance conditions. The biases ∆s and
b can be obtained by performing a linear regression on the
collected data for each participant.

Once the expansion radius is determined, similar to
Equation 6, the user-preferred expanded mask Mu (shown
as the green solid line in Fig. 3b) and its defocused version
Md

u (shown as the green dashed line in Fig. 3b) can be
represented as:

Mu = Mn ⊗ F (σu), Md
u = Mu ⊗H. (10)
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Real scene View through occlusion masks
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Fig. 4. Experimental scenes. (a) Two quantitative patterns are displayed: one on a television positioned 1670 mm from the user’s eye and another
on a smartphone positioned 460 mm from the user’s eye. The focal plane is set on the television. (b) A view of the pattern through two occlusion
masks, captured by an iPhone SE3 (3.99 mm focal length, f/1.8) with the focal plane positioned on the television (pattern on the left). Both occlusion
masks are of the same size and are able to completely occlude the left pattern. Since the right pattern is closer, the required expansion radius
for complete occlusion is smaller compared to the left pattern. As a result, the right view shows a slight occlusion leakage effect. (c) Experimental
setup: a scene camera and an eye tracker are used to compute the optimal occlusion mask displayed on a single transparent LCD.

4 USER STUDY

In this section, we provide an introduction to the basic
information of the participants and elaborate on the recruit-
ment process in detail in Section 4.1. We further present a
comprehensive overview of the experimental setup in Sec-
tion 4.2, which encompasses various aspects such as the con-
figuration of the experimental environment (Section 4.2.1),
hardware setup (Section 4.2.2), the utilization of quantitative
patterns for obtaining user perceptions (Section 4.2.3), the
evaluation approach of the four occlusion masks at differ-
ent distances and FOVs (Section 4.2.4), and the necessary
preparations prior to the experiment (Section 4.2.5). Lastly,
in Section 4.3, we provide a detailed description of the
experimental procedure, which consists of calibration and
evaluation tasks.

4.1 Participants
We recruited 20 participants (8 female) from students and
faculty of Nara Institute of Science and Technology via email
advertisement. The mean age of the participants was 26.9
with a standard deviation of 4.06, and a range of 22−37. The
user study was approved by a university ethics committee.
Of the participants, eleven had normal vision and nine were
nearsighted. Among the myopic participants, seven wore
contact lenses, and the remaining two wore eyeglasses to
correct their vision to normal. Participants with color blind-
ness were excluded from the study. Additionally, we later
learned that two of the participants in our study were diag-
nosed with attention deficit hyperactivity disorder (ADHD),
and their results exhibited unconventional patterns.

4.2 Experimental Configuration
4.2.1 Experimental Environment
The experiment was conducted in a darkroom with dimen-
sions of 2.5 × 1.8 × 2.0 m3. The illuminance was controlled
by two Philips Hue smart bulbs 2, which could be remotely
modulated using a smartphone application from outside the
darkroom. However, we discovered a hardware limitation
where the transparent LCD would only transmit 10% of the

2. https://www.philips-hue.com/en-us

light without displaying the mask, hindering the effective
stimulation of the pupil and making it difficult to obtain
data on smaller pupils. To address this issue, we included a
light source from a floor lamp on the user’s side to stimulate
the pupil through the gap between the eye and the LCD.

We obtained the illuminance measurements in Table 1 by
placing the illuminance meter at the eye box and the sensor
surface facing the LCD . However, due to the presence of
the plastic protective bar around the sensor, the light rays
were partially obstructed and resulted in inaccurate mea-
surements. To mitigate this issue, we positioned the sensor
slightly further away from the LCD than the actual position
of the human eye. Therefore, while the illuminance values
in Table 1 may not precisely represent the exact illuminance
on the human eye, they still provide a reliable indication of
the luminance environment during the experiment.

To accommodate space limitations, a table with a chin-
rest and a height-adjustable stool was set up at one end of
the darkroom. At the other end, a 55-inch Sony KJ-55X85J
television (3840 × 2160 pixels, with a typical brightness of
563 cd/m2) was positioned to allow for maximum object
distance. The distance uf from the average eyebox to the
screen panel was approximately 1.67 meters. Additionally, a
6.4-inch OPPP Reno A smartphone (2340 × 1080 pixels, with
a typical brightness of 430 cd/m2) was placed vertically at a
distance uc of 46 cm from the average eyebox, supported by
a height-adjustable tripod, to verify the effectiveness of the
proposed method at different distances (shown in Fig. 4a).
The table and the chinrest were both height-adjustable, and
a strap with Velcro was wrapped around the post of the
chinrest to fixate the head.

TABLE 1
Six illuminance conditions, with “B” representing the smart bulb and “L”

representing the floor lamp.

IC 1 IC 2 IC 3 IC 4 IC 5 IC 6

Lighting 0 1 B 2 B 2 B, L 1 B, L L

Illum. [lux] 0.03 140 230 520 360 270
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···

(a) Quantitative pattern 1

··

(b) Quantitative pattern 2

Fig. 5. Quantitative pattern for calibration and evaluation. We define a
complete occlusion as a state in which users are able to see only the
outermost white ring with clarity, while the inner rings are obscured by
the occlusion mask and appear darker. Pattern 1 is utilized for finer
calibration. However, due to the limited size of the phone screen, we
can only display pattern 2 for evaluation tasks.

4.2.2 Hardware
The components of the experimental prototype are all fixed
around the chinrest, as illustrated in Fig. 4c. A monochrome
camera, produced by Hikvision and equipped with a SONY
IMX 287 sensor (720 × 540 pixels, 12-bit depth) and an
8.5mm f/1.3-f/16 lens, is secured to the crossbar above the
chinrest using an articulating arm. The camera is connected
through a USB 3.0 link and transmits a real-time video
stream in a multi-threaded manner via a software develop-
ment kit provided by the manufacturer. A SONY LCX017266
LCD panel (1024 × 768 pixels, 36.9 × 27.6mm active area,
705 dpi, 60 Hz, monochrome) with a linear polarizer affixed
is clamped to the front of the chinrest. The transmittance of
the LCD panel is 21% when powered on, and it decreases to
10% when an additional linear polarizer is attached due to
the original LCD panel having only one polarizer. The low-
est transmittance of the LCD is approximately 0.02% when
rendering pixels with a pixel intensity of 0. To measure
pupil size, an eye tracker from Pupil Labs (Pupil Core 3) is
attached to the side post of the chinrest using an articulating
arm. The eye camera of the eye tracker captures images
from the bottom up, while the angle of the tracker can be
adjusted manually to accommodate different eye positions
of the participants.

4.2.3 Quantitative Patterns
As the scene observed by the human eye is inaccessible,
we have designed two quantitative patterns resembling an
archery target (Fig. 5). The pattern enables users to adjust
the size of the occlusion mask according to their preferences,
in order to achieve the desired expansion radius. Addition-
ally, users can indicate the size of the occlusion mask they
are able to see, which is used to evaluate whether the size of
the mask aligns with their perception.

Pattern 1 (illustrated in Fig. 5a) consists of five thick rings
(outermost green to innermost red) and a thin white ring
displayed on the television, allowing users to calibrate the
size of the occlusion mask. We define a complete occlusion
as a state in which users can clearly see only the outermost
white ring, while the inner rings are obscured by the oc-
clusion mask and become darker (an approximate view is

3. https://pupil-labs.com/products/core/

shown as Fig. 4 on the left). However, due to the limited
size of a smartphone screen, displaying Pattern 1 may make
it difficult for users to distinguish the rings. Therefore, we
have reduced the number of rings to three (as shown in
Fig. 5b) in Pattern 2 and have rendered it on the smartphone
screen for evaluation. The widths of the rings in Pattern 1
and Pattern 2 are both 0.75◦, while the outermost white rings
are measured at 0.1◦from an average eyebox.

To ensure consistent pixel intensities of the occlusion
masks under varying lighting conditions, we maximized
the screen brightness of the television and the smartphone,
as well as increased the exposure time of the scene cam-
era. These adjustments enabled the modulation function to
generate a circular naı̈ve mask based solely on the portion
within the outermost white ring. The pixel intensities of
the resulting naı̈ve mask remained constant at 0 across
different illuminance conditions, representing the state with
the lowest transmittance. Notably, even with the lowest
transmittance, the human eye can still perceive specific
colors that are obstructed by the mask due to the high
brightness of the screen.

As longer wavelengths are known to have stronger
penetrating power [31], we conducted tests to evaluate
the recognition of several long-wavelength colors when
observed through the LCD with the lowest transmittance.
Finally, we selected red and green colors for the rings as they
were found to be easily distinguishable by the human eye.
White was used as a contrasting color to the black occlusion
mask, and a red dot was placed in the center of the patterns
to assist users in maintaining their gaze on it, and ensuring
a consistent focusing distance.

4.2.4 Verification across Different Distances and Visual
Fields

We verified the naı̈ve mask and three kinds of expanded
occlusion masks at a close distance (CD) uc and a far
distance (FD) uf , central visual field (CVF), and peripheral
visual field (PVF), respectively, as shown in Fig. 6. After
the user fine-tunes the mask positions, the four positions of
the patterns (L1 to L4), the two occlusion mask positions
(M1 and M2), and the position of the human eye should
be nearly at the same height. Additionally, L1 and L3 in the
middle should be in the same viewing direction as the center
occlusion mask, whereas L2 and L4 in the periphery should
be in the same viewing direction as the right occlusion mask.

Using the geometric relationship, the distance between
L3 and L4 (dc) and the distance between M1 and M2

(dl) can be easily calculated once the distance between L1

and L2 (df ) is established. Specifically, we can obtain these
distances by the following equations:

dc = df · uc

uf
, dl = df · u

′

uf
. (11)

From Equations 2, 8 and 9, it can be derived that different
depths lead to different expansion radius. In fact, we can
obtain the depth information of the scene through a depth
camera, thus assigning a corresponding convolution kernel
F to each pixel in the naı̈ve mask generated by the scene.
However, this approach is computationally intensive and
can lead to significant latency. To evaluate the effectiveness

This article has been accepted for publication in IEEE Transactions on Visualization and Computer Graphics. This is the author's version which has not been fully edited and 

content may change prior to final publication. Citation information: DOI 10.1109/TVCG.2024.3444287

This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/



JOURNAL OF LATEX CLASS FILES, VOL. 14, NO. 8, AUGUST 2015 8

··

··

Participant
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··

··
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LCD

M1 M2

CVF PVF

Floor lamp

Smart bulbs

𝐿ଵ 𝐿ଶ

𝐿ଷ
𝐿ସ

Create a 3D model of the eyeball

Position calibration 1: position fine-tuning for far distance (𝐿ଵ)

Preference calibration (𝐿ଵ)

Evaluation 1: central visual field at far distance (𝐿ଵ)

Position calibration 2: position fine-tuning for close distance 
(𝐿ଷ)

Evaluation 2: central visual field at close distance (𝐿ଷ)

Evaluation 3: peripheral visual field at far distance (𝐿ଶ)

Evaluation 4: peripheral visual field at close distance (𝐿ସ)

Verbal feedback(a) (b) (c)

Fig. 6. Experimental configuration (a,b) and procedure (c). Participants were shown a target to focus on within their central visual field (CVF). This
target was either shown on a television (a) or on a mobile phone (b). During calibration, participants had to judge how well the mask M1 occludes
the target shown on the television in the calibration condition L1. During the experiment, participants had to judge how well mask M2 occludes the
targets shown on the television (L1, L2) and on the mobile phone (L3, L4). Lighting conditions were controlled through a floor lamp and smart
bulbs in the environment.

of the four occlusion masks at different distances and fields
of view in real time, we created two windows to render
the occlusion masks with different expansion radii. As the
screen width of the smartphone is much smaller than that
of the television, we placed the window rendering the
occlusion mask of the smartphone on top of the television
window, as shown in Fig. 6a for Mask 1 (television win-
dow) and Mask 2 (smartphone window). Both windows are
movable by the instruction of a keyboard.

4.2.5 Calibration between the Scene Camera and the Hu-
man Eye
To calibrate the relationship between the scene camera and
the human eye, we utilized the same Hikvision camera
to simulate the human eye and placed it at the position
of the eye box. The mapping between the two cameras
was easily achieved using a 2D homography matrix. We
displayed a chessboard pattern on both the television and
the smartphone screens respectively and calculated the ho-
mography matrices using the library functions in OpenCV-
Python in two parts. At this point, we had ensured that
the parallel planes of the television, smartphone, and the
LCD panel were mapped. However, since the position of the
participants’ eyes varied, they needed to manually fine-tune
the position of the mask afterward. The fine-tuning process
is described in detail in Section 4.3.1.

4.3 Experimental Procedure
The experiment was mainly divided into calibration and
evaluation tasks. During these tasks, participants were in-
structed to focus their gaze on the red dot of quantitative
patterns in the central visual field, i.e., L1 or L3 as shown
in Fig. 6. Participants were also instructed not to focus on
the occlusion mask, keeping it out of focus. Following the
completion of the entire experiment, we collected verbal

feedback from the participants. Since the experiment re-
quires constant gaze, which increases eye strain, participants
were informed that they could stop the experiment at any
time. Also, participants wearing contact lenses were advised
to take eye drops before the experiment to prevent dry
eyes due to excessive eye use during the experiment. Once
the participants had adjusted the height of the stool and
chinrest to their desired positions, we rotated the angle of
the eye tracker and verified that the eye camera was able
to successfully detect their pupils. We then secured their
head in place with a strap and utilized the Pupil Capture
application provided by Pupil Labs to create a 3D model of
their eyeballs. The experiment began and was recorded after
ensuring that the pupil was tracked consistently.

4.3.1 Calibration Tasks

The calibration tasks were divided into two parts: position
fine-tuning and size determination of the occlusion mask.
The position fine-tuning needed to be performed twice for
the far (Position calibration 1 in Fig. 6c) and close distance
(Position calibration 2 in Fig. 6c), while the size determina-
tion (Preference calibration in Fig. 6c) is only needed to be
performed once with the Pattern 1 on the television screen
to create the individual model by Equation 9.
Position Calibration During the position fine-tuning (Po-
sition calibration 1), participants fixated on the red dot in
Pattern 1 in the central view displaced on the television and
used a wireless keyboard to move the window of Mask 1
until it was concentric with Pattern 1. We put raised rubber
stickers on the keyboard’s control keys (’w’, ’a’, ’s’, and
’d’) to make it easier for participants to press keys out of
sight. During Position calibration 2, participants repeated
the same process but focused on the Pattern 2 displayed on
the phone screen. After each calibration, we recorded the
position of the windows.
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Fig. 7. Visualization and linear fit of calibration results from 20 participants. The participants’ IDs are ordered in the ascending order of the slope
of their linear models, and the data are divided into three sub-figures, each containing 7, 7, and 6 sets of data, respectively. The solid and dashed
black lines indicate the linear models of aperture-based and PSF-based expanded occlusion masks, respectively. (Note that we did not visualize
the naı̈ve mask in the figures because according to Equation 1, the naı̈ve mask is independent of the pupil diameter, i.e., it is a horizontal line with
y-axis equal to 0.)

Preference Calibration After Position calibration 1, we
lowered the curtain of the darkroom and let participants
decide their preferred mask size based on their current
pupil size. The determination was performed under six
illuminance conditions (IC) listed in Table 1.

Participants were given the freedom to adjust the oc-
clusion mask to their desired size. They could resize the
mask using two keys (’]’ and ’[’) on the wireless keyboard,
and each key press would either dilate or erode the mask
by one pixel. Since the pupil size was constantly changing,
we instructed participants to press a control key (’p’) on
the keyboard as soon as they saw a complete occlusion
mask in their visual field. At this moment, the pupil size
and expansion radius was saved. Furthermore, since the
pupil size may also change only slightly over time, or
the current mask may remain a complete mask for the
participant’s perception for a long time. In this case, we
encouraged participants to save the current state of the pupil
and occlusion mask every 1-2 s as long as they keep seeing a
complete mask. However, once they perceived that the mask
was insufficient or leaking out, they would resize it to the
appropriate size and save it again.

We collected a total of 20 sets of data, which included
the participant’s current pupil diameter and corresponding
expansion radius for each illumination condition. To ensure
accurate measurements, we instructed the participants to
close their eyes for 30 seconds whenever switching between
illumination levels, allowing them to rest and stabilize their
visual state.

4.3.2 Evaluation Tasks
After completing the preference calibration, we conducted a
linear regression on the 120 sets of data and derived the
bias values ∆s and b in Equation 9. Using these values,
we calculated the corresponding σu for each participant.
During the evaluation task, we displayed four types of
occlusion masks (naı̈ve , aperture-based, PSF-based, and
user-preferred masks) on the transparent LCD and asked

participants one question: How many rings are visible/not
blocked in your field of view? Participants responded
on a scale from −1 to 3. Since our primary concern is
whether the mask exhibits any leakage or not, we assigned
a single scale of −1 to represent occlusion leak. A value of 0
indicates complete occlusion, while values 1 to 3 represent
the number of visible internal rings.

To prevent participants from accidentally changing the
already calibrated position, we instructed them to use the
keyboard keys to communicate their answers. The following
instructions were given:

• If participants can see n internal rings, they should
press the ’]’ button n times.

• If participants notice a leaked occlusion, meaning
that they cannot see the outermost white ring in their
field of view, they should press the ’[’ button once.

• If participants can observe a complete occlusion,
where they can only see the outermost white ring but
no internal rings, they should press the ’p’ button to
communicate their response to us.

The evaluation tasks were performed across two dis-
tances, two visual fields (center and periphery), and three
illuminance conditions (2 × 2 × 3 × 4 (masks) = 48 trials).
The three illuminance conditions included IC 1, IC 4, and
dynamic illuminance controlled by the application of smart
bulbs, which allowed for changeable pupil sizes. The order
of mask presentation was counterbalanced among partici-
pants to mitigate potential order-related biases.

5 RESULTS AND ANALYSIS

5.1 Linear Models Obtained from Calibration Data
To visually represent individual differences in participants’
perception of the proposed occlusion mask, we have in-
cluded the data collected during calibration in Fig. 7 and
fitted it with a linear regression model. We arranged the 20
participants’ IDs in descending order of slope and plotted
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Fig. 8. Coefficient of determination (R2) and confidence interval (CI) for
the slope coefficient of 20 linear models used to estimate the perfor-
mance of the linear regression. The error bars represent the confidence
intervals for the slopes, and the red dots indicate the R2 value, with
the specific value indicated above each dot. The solid and dashed
lines signify the slopes of the aperture-based (13.639) and PSF-based
(10.002) models, respectively.

them in three sub-figures. Our findings show that the linear
models with similar slopes tend to overlap and are predom-
inantly situated close to the aperture-based model.

In the case of the two participants with ADHD, their
linear models differed significantly from those of partici-
pants with typical development. This was evident by the
distribution of sample points for their mask size being
restricted to a narrow range; [80, 82] for participant #1 and
[96, 101] for participant #4, while their pupil size continued
to fluctuate.

We evaluated the efficacy of the linear fit by assessing the
coefficient of determination (R2) and the confidence interval
of the slope for each linear model. The results are presented
in Fig. 8. The mean R2 value is 0.61, and the median
is 0.72, indicating that the linear models are moderately
effective at fitting users’ perceptions. Participants #2 and #6
were wearing contact lenses that caused their eyes to blink
incessantly due to dryness during prolonged gaze, causing
their pupils to change significantly and interfering with the
perception of the defocused mask. If we excluded these two
users and the two participants with ADHD, the mean R2

value would be 0.69, and the median would be 0.74.

Furthermore, Fig. 8 shows a trend where higher confi-
dence intervals of the slope correspond to higher R2 values,
implying that for most participants, the slope consistent
with their visual perception is comparable to the models
of the aperture-based and PSF-based expanded occlusion
masks. However, participants with IDs greater than eight,
i.e., those with relatively high coefficients of determination,
had slopes ranging between [8.24, 16.64] with a standard
deviation of 3.74, indicating considerable individual differ-
ences.

We also plotted the slope and intercept data for the 20
users as a scatter plot, as shown in Fig. 9. We observed
that the scatter in the plot exhibited a decreasing trend that
appeared to be well-suited to a linear model. This seems
to be an intriguing discovery, but we are unable to give its
possible reasons.
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Fig. 9. A scatter plot showing the intercepts and slopes of the linear
regression models for the 20 participants. The IDs of each participant
are represented on the corresponding points.

5.2 Results of the Evaluation for Four Types of Occlu-
sion Masks

To compare the subjective rating for four types of occlusion
masks, we conducted the Kruskal-Wallis (KW) test under
four conditions (CVF, PVF, FD, and CD) and post-hoc
pairwise comparisons using the Dunn tests with Benjamini-
Hochberg p-value correction. Furthermore, the data of par-
ticipants with ADHD was analyzed separately first. Finally,
the data of all participants were analyzed jointly. The results
revealed significant differences between the four masks in
all six analyses and is summarized in Fig. 10 and Fig. 11.

For the four conditions, the KW test indicated sig-
nificant differences between the masks (CVF: H(3) =
296.64, p < 2.2 × 10−16;PVF: H(3) = 290.96, p < 2.2 ×
10−16; FD: H(3) = 312.52, p < 2.2 × 10−16;CD: H(3) =
275.3, p < 2.2 × 10−16), with the Dunn tests revealing that
scores of the proposed mask were significantly different
from those of the aperture-based mask (CVF: p = 8.56 ×
10−4;PVF: p = 3.57 × 10−4; FD: p = 9.33 × 10−4;CD: p =
2.72 × 10−4), the PSF-based mask (CVF: p < 2.2 ×
10−16;PVF: p < 2.2 × 10−16; FD: p < 2.2 × 10−16;CD: p <
2.2 × 10−16) and the naı̈ve mask (CVF: p < 2.2 ×
10−16;PVF: p < 2.2 × 10−16; FD: p < 2.2 × 10−16;CD: p <
2.2×10−16). Similarly, for the two participants with ADHD,
the Dunn test also showed that the proposed mask signifi-
cantly differed from aperture-based (p = 7.14× 10−7), PSF-
based (p = 7.63×10−10) and naı̈ve masks (p = 1.10×10−13).
Finally, for all ratings, the Dunn test still showed a signif-
icant difference between the proposed mask and the other
three masks (aperture-based: p = 8.67 × 10−7, PSF-based:
p < 2.2× 10−16, naı̈ve : p < 2.2× 10−16). We also presented
histograms of the user scores for the four masks across the
four conditions, as well as for participants with ADHD and
all data, which is shown in Fig. 11.

Additionally, participants verbally reported that they
were able to observe a relatively sharp mask. This enabled
them to easily identify the border of the mask and perform
the preference calibration. When we showed the partici-
pants the defocused masks captured by the camera using
a similar aperture size, they all reported observing masks
without such wide blurred borders.
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Fig. 10. Box plots showing users’ subjective evaluations of the four occlusion masks. A score of 0 indicates complete occlusion, a positive score
indicates the number of visible internal rings, and a score of −1 indicates occlusion leakage. The red dots within the boxes represent the mean
scores for each occlusion mask. Remarks: [significance: [****] p < 10−4, [***] p < 0.001, and [**] p < 0.01].
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Fig. 11. Histograms showing users’ subjective evaluations of the four occlusion masks. A score of 0 indicates complete occlusion, a positive score
indicates the number of visible internal rings, and a score of −1 indicates occlusion leakage. Scores of 1 to 3 represent the number of visible internal
rings.
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6 DISCUSSIONS

In this section, we delve into the idiosyncrasies of human
visual perception in Section 6.1, including the potential
reasons for users’ enhanced ability to perceive sharper edge
blur and the possible causes of individual differences ob-
served in this experiment. Furthermore, we discuss the ap-
plication of soft-edge occlusion in AR in Section 6.2 based on
the results we have uncovered and the expansion strategy
proposed. We recommend reading this section along with
the Supplementary Material, where we explain in detail
the geometric optics of our system and how human visual
perception differs from geometric optics.

6.1 Human Visual Perception of Defocused Mask
6.1.1 Sharper Edge Blur
Human vision’s ability to recognize sharp edges is closely
linked to the steepness of the image gradient [32]. While
implementing the system, we observed that the edge blur of
the mask appeared sharper when gazing at distant objects.
This observation was further confirmed by participants’ ver-
bal feedback in Section 5.2, where they mentioned discern-
ing a defocused occlusion mask with edges that appeared
relatively sharper compared to the image captured by the
camera using a similar aperture size. During the calibration
and evaluation tasks, participants demonstrated the capa-
bility to discern regions with steep gradients, leading them
to perceive those regions as sharp edges. The presence of
these edges played a crucial role in enabling participants to
perform the tasks smoothly, and the results achieved were
statistically significant.

The results obtained from aperture-based masks cal-
culated based on geometrical optics further validate this
phenomenon. Itoh et al. previously observed occlusion leak,
which occurs for enlarged masks calculated using this ap-
proach [12]. However, in our experiment, the median of
participants’ rating was above 0, and some participants even
rated it as two or three rings visible (Fig. 11). This suggests
that some participants were able to perceive an insufficient
occlusion through the mask calculated theoretically.

It is established that human vision exhibits lower sensi-
tivity in the peripheral field of view compared to the central
field of view [33]. The central part of vision, known as
the foveal vision, encompasses a viewing angle of around
5 ◦ [34]. This implies that for a viewer positioned at a
distance of 30 mm from the LCD, a mask displayed on the
LCD with an approximate radius of 1.3 mm would align
with the highest visual acuity zone within this viewing
angle. Consequently, the perception of blurred edges could
potentially be challenging due to the limitations of periph-
eral vision in discerning fine details.

Additionally, the human eye has a higher threshold for
discriminating blur when perceiving artificial images such
as the Maltese cross [18]. In our experiment, the occlusion
mask is also an artificial image and shares similarities with
the Maltese cross, with clear separation between large light
and dark color blocks. As a result, it can be more challenging
for the human eye to distinguish between light and dark
changes at the blurred borders of the occlusion mask. This
discrepancy may lead to a perceived dark-to-light transition
at the mask borders, which appears relatively sharp to the

human eye, while the camera system may capture wider
blurred borders.

It is important to note that the human eye does not di-
rectly perceive sharp edges, but rather, it considers the least
blur it observes as sharp [35]. Human vision incorporates a
mechanism for adapting to blur through neural compensa-
tion for defocus conditions [36], [37]. This adaptive mech-
anism is particularly observed in myopic individuals and
allows them to perceive a sharper view when they are not
wearing glasses for an extended period. This adaptation to
blur can also occur within short durations, even within three
minutes [38]. As a result, we hypothesized that during our
experiment, participants might have experienced a sharper
observation due to this adaptation to blur.

From a geometric optics perspective, on one hand, the
effect of partial occlusion [39] can lead to the visibility of
objects. When an object is partially occluded by another
object and the occluded object is in focus, it tends to remain
visible to the observer. The presence of the occluder reduces
the effective pupil size and affects the PSF of the optical
system. This also explains the fact that in our experiments,
participants’ recognition of the pattern remained clear when
observing the pattern that was partially occluded by the
occlusion masks.

On the other hand, Charman’s findings [40] highlight an
important aspect of human vision that goes beyond geomet-
ric optics. While geometric optics may suggest that objects
do not necessarily improve their contrast on the retina as
they get closer, the actual contrast of the retinal image can
be influenced by various factors, such as diffraction and
aberration. These optical phenomena can lead to an increase
in contrast, making details easier to perceive.

Recently, Olekiw et al. [41] demonstrated that V4 neu-
rons in the primate visual cortex exhibit tuning to both the
curvature of object boundaries and the degree of blur at
these boundaries. Their findings suggest that the primate
visual system, including humans, possesses specialized neu-
ral mechanisms to process blurred edges. This indicates that
the perceptual experience of blur might not align perfectly
with theoretical optical calculations.

In conclusion, the observed phenomenon of ’sharper
edge blur’ in our study can be explained through a range
of indirect speculations. Factors such as the human vision’s
sensitivity to steep gradients, neural mechanisms for pro-
cessing blurred edges, and optical effects like diffraction,
aberration, and partial occlusion have been considered.
However, it is important to note that further investigation to
establish their direct correlation between these explanations
and the observed phenomenon is necessary. The intricate
interplay of physiological, neural, and optical aspects in
shaping the perception of edge blur underscores the need
for comprehensive future research to clarify the mechanisms
underlying this intriguing phenomenon.

6.1.2 Individual Differences
In Fig. 7, it is evident that there were significant differences
in the linear models of the participants, and we suspect
these differences were attributed to their contrast sensitivity.
Contrast sensitivity refers to the ability of the human visual
system to distinguish between variations in light intensity.
Participants with lower contrast sensitivity were less likely
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to perceive changes in the border of the mask due to changes
in size, resulting in less adjustment in the calibration and
thus lower slopes. We also noticed that most participants
with lower slopes were in their 30s, while contrast sensitiv-
ity is known to be strongest at around the age of 20 years old
[42]. At the same time, it should be noted that individuals
with ADHD have an atypical vision that also affects their
contrast sensitivity [43]. Based on verbal feedback from
participants with ADHD (#1 and #4), they have reported
difficulties in distinguishing details in low-light conditions,
which could be attributed to their lower contrast sensitivity.
Therefore, it is not surprising that the linear models of
participants with ADHD had a very low slope.

The difference caused by contrast sensitivity could also
be reflected in the results showing that the proposed method
performs better in the periphery. This is probably because
the human eye has lower contrast sensitivity in the periph-
eral vision compared to the central vision [44]. As a result,
the human eye is more forgiving of peripheral masking and
it is easier for the participants to perceive a complete mask.

However, it should be noted that our available experi-
mental data did not directly model the participants’ contrast
sensitivity function. Therefore, the hypotheses regarding
contrast sensitivity presented in this study are based on
inferences drawn from previous research. These inferences
suggest that contrast sensitivity tends to be lower in the
peripheral visual field, among older individuals and in
people with ADHD. To provide more conclusive evidence,
further exploration and investigation are required.

We also noticed that even when the linear model was cal-
ibrated based entirely on the user’s preferences, there were
still errors introduced in observing the complete occlusion
at the same pupil size, especially for the same position of
the pattern, as when it was calibrated. We suspect that these
errors are not only due to inaccuracies in the fit of the linear
model, but also because during calibration the participants
were focusing on the pattern the entire time, whereas during
the evaluation the user only briefly glances at the pattern.
A recent study has shown that perceptual processes are
different when the human eye processes information briefly
compared to when it is fixated on an object, and that these
two perceptual processes are not integrated [45]. This error
was more pronounced in the results of the participants with
ADHD.

6.2 Utility of Soft-edge Occlusion

Occlusion capability is pivotal in OST-HMDs, signifi-
cantly enhancing visual performance by rendering semi-
transparent virtual objects with a more vivid and solid
appearance. This feature effectively reduces visual inter-
ference from background color blending and enriches the
depth perception, alongside providing benefits such as light
attenuation [11], gaze guidance [22], and visual noise re-
duction [46]. Additionally, the ability to overlay new virtual
content onto occluded areas facilitates texture replacement,
diminished reality, and the depiction of translucent ob-
jects [23]. However, Magic Leap 2 is currently the only
commercial product that incorporates this feature, primarily
due to the complexity of the optical structure required
for occlusion, which adds significant bulk to OST-HMDs.

Despite this, innovations by Zhang et al. [23] have led to the
development of an add-on module for hard-edge occlusion
compatible with HoloLens 1, though its usability is curtailed
by a narrow FOV and considerable size and weight.

In contrast, soft-edge occlusion implemented with trans-
missive SLMs avoids these disadvantages. It offers a
lightweight, easily controllable solution with a wider FOV.
One drawback of using soft-edge occlusion in OST-HMDs is
that it does not block incident light as precisely as hard-edge
occlusion, aligning with the virtual contents. Our experi-
ments have demonstrated that the soft-edge occlusion mask
is perceived as a relatively sharp border in human vision.
Through appropriate expansion, a satisfactory masking ef-
fect, akin to the capabilities of hard-edge occlusion, can be
achieved, highlighting the potential of transmissive SLMs in
making occlusion-capable OST-HMDs more accessible and
practical for a wider range of applications.

Nevertheless, since the common device to achieve soft-
edge occlusion is the transmissive LCD [1], [6], [10], [12],
significant limitations of the transmissive LCD include its
low transmittance, diffraction effects, and spatial resolution
constraints. The low light transmittance is attributed to
two main factors: the inherent light intensity loss during
modulation by the LC material, and further reduction due to
the incorporation of front and rear polarizers. The observed
diffraction effects are a consequence of dividing the LCs into
discrete cells to establish pixels. The unavoidable spaces be-
tween these LC cells lead to diffraction. Notably, when these
LC cells are inherently large, they yield a significantly lower
spatial resolution, which in turn leads to the manifestation
of aliasing artifacts.

To overcome the inherent limitations of transmissive
LCDs, numerous researchers have shifted towards reflec-
tive SLMs, such as digital micromirror device (DMD) [47]
and liquid crystal on silicon (LCoS) [7], [48], [49], for im-
plementing occlusion capabilities, typically utilizing hard-
edge occlusion. This shift markedly diminishes diffraction
effects and mitigates light loss. However, the adoption of
reflective SLMs for occlusion purposes often necessitates
a lens system to accurately direct the light. This addition,
in turn, contributes to increased volume and weight of the
device, and compromises the FOV, introducing distortion.

Meanwhile, Magic Leap 2 innovates by transitioning
from traditional square pixel cells to curved ones, aiming
to reduce diffraction spikes [50]. However, while this design
change mitigates diffraction to some extent, it does not fully
resolve the inherent limitations associated with the liquid
crystal material, including those related to light transmit-
tance and the diffraction effect itself.

Recently, Chae et al. introduced a novel occlusion-
capable see-through display by employing photochromic
materials [51]. Building on this, Ooi et al. developed a
compact HMD that incorporates soft-edge occlusion us-
ing photochromic materials as well [24]. Utilizing these
materials, both projects effectively addressed the issues of
low transmittance, diffraction effects, and spatial resolution
constraints. While it is worth noting that these approaches
require UV light irradiation to activate the occlusion mask
display and involve a longer delay in mask appearance
and disappearance, it presents a promising solution for
overcoming existing challenges.
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Our experimental findings provide a strong basis for
the feasibility of soft-edge occlusion masks, despite the
limitations observed with the transmissive LCDs used. We
remain confident that future advancements, including the
potential replacement with photochromic materials, will
lead to notable improvements in display performance.

7 LIMITATIONS

7.1 Effect of Saccade on Static Mask

We chose not to capture the real-time pupil position using
eye tracking and display the dynamic mask to prevent
any errors and delays caused by the eye tracker that may
affect the participant’s calibration and evaluation. Moreover,
dynamic occlusion can also affect the participant’s accurate
judgment of mask border in calibration. However, we ob-
served that participants produced severe saccades during
the experiment while the static mask was being displayed.
The saccade is a rapid, conjugate eye movement that shifts
the center of gaze from one part of the visual field to another,
and it is uncontrollable [52]. We calculated the dispersion
of all participants for given duration windows (80-220 ms)
based on the dispersion-based algorithms [53] provided by
Pupil Labs, with a mean of 0.43◦and a standard deviation of
0.62◦. These frequent saccades cause a shift in the position
of the mask, which can lead to an expansion or reduction in
the effective size of the mask.

7.2 Errors in Eye Tracking

In our experiments, we had to position the eye tracker
outside the LCD display area to avoid obstructing the
participants’ visual field. However, due to the limited FOV
of the camera, we encountered issues with the accuracy of
the 3D model of the eyeball, resulting in incorrect pupil size
estimation. The aperture-based and PSF-based methods are
highly dependent on precise pupil size estimation, which
underscores the advantages of our proposed method that
only requires the relative relationship between pupil size
and expansion radius. Despite fixing the participants’ head
position to minimize errors, there is still a possibility of
anomalous 3D models of the eyeball due to prolonged eye
closure during the experiment, which can result in errors for
all three methods. Although we rely on re-experimentation
to avoid errors in our experiments, the accuracy of eye
tracking remains crucial for daily use. Future research may
consider addressing these limitations to improve the accu-
racy and reliability of each method.

Additionally, we found that even under identical light-
ing conditions, the pupil size of the same participant re-
mained uncontrollable. This is because pupil size is influ-
enced by a variety of factors beyond ambient illumination,
including the luminance level of the focused surface [54],
eye fatigue [55], and the cognitive effort required for con-
trol tasks [56]. During the experiment, we observed that
participants’ pupils exhibited noticeable fluctuations in size
even under constant illumination. To account for this, we
conducted the calibration and evaluation under varying
illumination to cover a wider range of pupil sizes. Nonethe-
less, it is possible that fluctuations in pupil size and the
corresponding adjustments to the mask size had some effect

on the reported results. In the future, faster mask adaptation,
such as tracking the eye with an event camera [57], [58], and
shorter tasks where the pupil size remains constant could
provide further insights.

8 CONCLUSION

We proposed a method to achieve optimal masking effects
independently of the distance to the object to be covered and
the user’s pupil size. This method relies on soft-edge occlu-
sion developed on a single transparent LCD. We evaluated
the performance of these occlusion masks and calibrated
them according to perceived occlusion. The results suggest
that human blur perception is mild when compared to
images captured with a camera. Finally, this study demon-
strated the potential of soft-edge occlusion masks to achieve
optimal masking effects.
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